Statistics Simplified
Shott. 2011. Statistics simplified: wrapping it all up. JAVMA 239(7):948-952
Domain 3: Research, Task 3– Design and conduct research 

SUMMARY: This article presents 6 flowcharts intended as guides to help chose the appropriate statistical method.  For the flowcharts to work, all of the data in each study sample or all of the data for at least 1 variable must be independent. The first thing to consider is if the data is censored (when the value of a measurement or observation is only partially known) as this will decrease the statistical options available (see flowchart in Figure 1). If the data is not censored, the next step is to consider whether percentages, means, or distributions are being compared or if relationships between variables are being investigated. If percentages are being compared, consult the flowchart in Figure 2. When means or distributions are compared, consult the flowchart in Figure 3 if 2 groups are involved or Figure 4 if 3 or more groups are involved. When relationships between variables are investigated, use the flowchart in Figure 5 if the variables are independent or Figure 6 if dependent and independent variables are investigated. Finally, if the data in groups are nonindependent, no flowchart can be used and a statistician should be consulted.

QUESTIONS: 

1. 
Define censored data.
2. 
Define categorical variable.
3. 
When no data are censored and 3 means are being compared with independent groups in which one has a non-normal distribution, which statistical test should be used?

a. 
Mann-Whitney test

b. 
Kruskal-Wallis test

c. 
1-way ANOVA

d. 
Friedman test

ANSWERS: 

1.
 When the value of a measurement or observation is only partially known.
2. 
A categorical variable (sometimes called a nominal variable) is one that has two or more categories, but there is no intrinsic ordering to the categories.
3. 
b. Kruskal-Wallis test

Shott. 2011. Statistics simplified: relationships between more than two variables. JAVMA 239(5):587-595 

Domain 3: Research; K9. Principles of experimental design and statistics including scientific method

SUMMARY: Dependent variables are often related to multiple independent variables.  Different types of dependent variables require different methods for statistical analysis.  The assumptions needed for each method must be carefully checked to ensure the correct procedure is used.  
This paper focused on the following types of relationships:

a. 
Relationships between noncategorical dependent variables and other variables 
b. 
Relationships between categorical dependent variables and other variables 
c. 
Relationship between waiting times and other variables

QUESTIONS:

1. 
Define multiple regression.

2. 
What is the constant in a regression equation?

3. 
Define multivariate logistic regression or multivariable logistic regression.

4. 
In multivariate logistic regression, what is the odds ratio (OR) for an independent variable?

ANSWERS:

1. 
Multiple regression is an extension of bivariate least squares regression that includes multiple independent variables in the regression equation.

2. 
The constant in a regression equation represents the estimated value of the dependent variable when all of the independent variables are equal to zero.

3. 
Multivariate logistic regression or multivariable logistic regression is an extension of bivariate logistic regression that is used to evaluate relationships between categorical dependent variable and multiple independent variables.

4. 
In multivariate logistic regression the odds ratio (OR) for an independent variable tells us how many times larger or smaller the odds for the dependent variable becomes when the independent variable increases 1 unit and the values of the other independent variables remain the same.

5. 
To determine whether a waiting time is related to multiple independent variables, multivariate Cox proportional hazards regression, also called multivariable Cox proportional hazards regression, is often used.

Shott. 2011. Statistics simplified: relationships between categorical dependent variables and other variables and between waiting items and other variables. JAVMA 239(3):322-328 

Domain 3; Task 3

 

SUMMARY: Critical statistical evaluation of research reports is an essential part of staying informed about new developments in veterinary medicine.  Errors are widespread, and statistically literate readers can detect these research myths and many other statistical errors.  This article discusses statistical methods, including relative risks, odds ratios, and hazard ratios, for analyzing categorical dependent variables and censored data that are frequently encountered in veterinary research

 

1.  Relationships between Categorical Dependent Variables and Other Variables
 

A categorical variable (aka nominal variables) is a variable for which there are two or more categories, but no intrinsic ordering for the categories.  The dependent variable is essentially the outcome of interest.  Correlation and least squares regression cannot be used to analyze categorical variables, so to analyze categorical dependent variables, logistic regression should be considered, including either binary (dependent variable has two categories) or multinomial logistic (aka polytomous logistic regression, where there are more than two categories).  The article discusses logistic regression with 1 independent variable, aka univariable or univariate logistic regression, the goal of which is to determine whether the dependent variable is related to the independent variable.  

 

When the dependent and independent variables are strongly related, the independent variable can sometimes be used to predict the dependent variable.  Significant relationships do not guarantee accurate predictions and independent variables that predict well enough to be clinically useful are hard to find. Logistic regression investigates whether an independent variable is related to the logarithm of the odds (log odds or logit) for the dependent variable.  

 

The odds of an event is the probability that the event will occur divided by the probability that the event will not occur.  The univariate logistic regression equation expresses log odds as: Estimated log odds = constant + (coefficient X independent variable).  The coefficient indicates how the dependent and independent variables are related.  A positive coefficient indicates the value of the dependent variable increases as the value of the independent variable increases, and a negative coefficient means that the value of the dependent variable decreases as the value of the independent event increases.  A probability of 0 indicates no linear relationship, not the absence of a relationship, and the coefficient provides no indication of the strength of the relationship. 

 

Two commonly used methods to determine whether the dependent and independent variables have a significant relationship: Wald test (involves substantial drawbacks) and likelihood ratio test (preferred).  Data do not need a normal distribution, but we assume random sampling, noncensored observations, independent observations, and linear relationship.

 

So, we use something like the Wald test or the likelihood ratio test to determine significance, and then the logistic regression coefficient to determine whether the independent variables have a positive or negative effect on the probability of the occurrence of the dependent variable.

 

Logistic regression coefficients are commonly converted into odds ratios, which are used to describe the relationship between the dependent and independent variables.  The odds ratio is the odds for one group divided by the odds for another group, and tells us how many times larger or smaller the odds for the dependent variable become when the independent variable increases 1 unit.  

 

The relative risk of an event is the risk of the event for one group divided by the risk of the event for another group.  The odds ratio can be used as an estimate of relative risk when the probability of the event is small.  

 

For logistic regression analysis for a dependent variable based on paired data, the independence assumption is violated, so use an adjusted logistic regression procedure called paired logistic regression or conditional logistic regression to investigate relationships between the dependent variable and other variables.  

 

2.  Relationships Between Waiting Times and Other Variables
 

This section of the article discusses the analysis of relationships between survival times, or other waiting times, and other variables.  

 

Waiting times are often censored.  Censored data (http://en.wikipedia.org/wiki/Censoring_(statistics)) rule out the possibility of using correlation coefficients, least squares regression, and logistic regression to assess relationships between variables.  Use survival analysis methods to analyze waiting times (e.g. survival times) with censored data.  These methods can be used for other waiting times in addition to survival times.  

 

Kaplan-Meier curves are graphs showing how a group of individuals experience the event of interest over time.  Use censored data symbols to convey important information such as whether animals were censored early (a less useful study) or late (a more useful study).  An assumption with these curves: equivalent waiting time experience for individuals with censored waiting times and individuals without censored waiting times.  When this assumption does not hold, results may be biased.

 

A log-rank test is used to determine whether a waiting time is related to a categorical variable.  It is a test of the null hypothesis that all of the groups have the same population waiting time curves - i.e., looking for a difference in the pattern of the curves over time, not in the mean waiting times.  It is based on the assumptions of random sampling, independent observations, and equivalent waiting time experience for animals with censored waiting times and animals without censored waiting times. 

 

The Cox proportional hazards regression or Cox regression is often used to determine whether a waiting time is related to a noncategorical independent variable, i.e. whether the hazard function for the waiting time is related to the independent variable.  Univariable/univariate Cox regression analyzes only 1 independent variable.  Multivariable/multivariate Cox regression analyzes 2 or more independent variables.  Only univariate Cox regression is discussed in this article.  The hazard function can be thought of as the instantaneous potential per unit of time for the event of interest to occur, given that the individual has not yet experienced the event. The coefficient of the analysis indicates the relationship between the event of interest and the independent variable.  A positive coefficient indicates the probability of the event increases as the value of the independent variable increases, and a negative coefficient means that the probability decreases as the value of the independent event increases.  A probability of 0 indicates no linear relationship, not the absence of a relationship, and the coefficient provides no indication of the strength of the relationship.  The required assumptions are a linear relationship and proportional hazards, but not normality or any other data distribution.

 

The hazard ratio tells us how many times larger or smaller the hazard function becomes when the independent variable increases 1 unit.  Interpreted as a relative risk estimate, the hazard ratio tells us how many times more or less likely the event of interest is for the nonreference category versus the reference category.
 

3.  Research Myths
 

Incorrect line of thought: Two variables are not related if they are not correlated.  

Correct line of thought: Correlations measure only linear relationships.  Variables may appear unrelated when other variables are not taken into account, but maybe be strongly related in a model that includes other variables.  Failure to find a significant correlation may be attributable to low statistical power.

 

Incorrect line of thought: if two methods for measuring the same quantity are highly correlated, they produce the same measurements.  

Correct line of thought: two methods that always produce different measurements can be perfectly correlated. When two methods are evaluated for equivalence, correlations are important but not sufficient.  Additional statistical analyses must be performed.

 

Incorrect line of thought: variables are causally related if they are associated.

Correct line of thought: Association is necessary to establish causation, but it does not, by itself, imply causation.

 

Critical statistical evaluation of research reports is an essential part of staying informed about new developments in veterinary medicine.  Errors are widespread, and statistically literate readers can detect these research myths and many other statistical errors.   

 

QUESTIONS:

1.  
T/F:  Significant relationships between categorical variables and other variables do not guarantee accurate predictions.

2.  
T/F:  Two variables are not related if they are not correlated. 

3.  
T/F:  Two methods that always produce different measurements can be perfectly correlated.

4.  
T/F:  Association of variables is necessary to establish causation, but it does not, by itself, imply causation. 

 

ANSWERS:

1.  
True

2.  
False

3.  
True

4.  
True

Shott. 2011. Statistics simplified: relationships between two categorical variables and between two noncategorical variables. JAVMA 239(1):70-74 

Domain 3 – Research; Task 3.9 - Principles of experimental design and statistics including scientific method

 

SUMMARY: This article provided a review of the most commonly utilized statistical tests for two categorical and noncategorical variables.  It emphasized the importance of knowing the difference between the tests’ assumptions because using the wrong test can produce invalid results and conclusions.

 

a. Categorical variables

b. Χ2 test of association – test the null hypothesis that 2 categorical variables are not related; alternate hypothesis states that they are related.  Can also be used with variables (categorical or non) that have only a few values.

i. Assumptions: random sampling, noncensored observations, independent observations, sufficiently large sample

ii. Continuity correction – change the P value when testing 2 dichotomous variables (makes P large so not recommended)

c. Fischer exact test – test the hypothesis that 2 dichotomous variables are not related

i. Same assumptions as Χ2 except for large enough expected frequencies

ii. Not optimal – based on small subset of possibilities
iii. Extended version for variables that have > 2 values

2. Noncategorical variables

a. Spearman correlation coefficient (Spearman’s ρ) – nonparametric measure of linear association

i. Data is ranked and correlation calculated from ranks (-1 to 1)

ii. 1=perfect positive linear (direct) relationship; -1=perfect negative linear (inverse) relationship; 0=no linear relationship (does not mean there is no relationship between the variables)

iii. Assumptions = random sampling, noncategorical data, noncensored observations, independent observations, linear relationship

iv. Scatterplot can be used to determine if relationship is linear

b. Pearson correlation coefficient (Pearson’s r) – parametric measure of linear association

i. Calculated directly from data (-1 to 1; same as Spearman)

ii. Same assumptions as Spearman

iii. 3 additional assumptions if null hypothesis is that population Pearson correlation coefficient is 0 = normal population, independent observations for normally distributed variable, constant variance for the normally distributed variable with independent observations

c. Bivariate least squares regression – obtain a line that summarizes the relationship between a dependent (affected) variable and an independent variable (affects or predicts the other variable)

i. Multiple regression – equations with > 1 independent variable

ii. y=mx + b (m=slope, b=constant/intercept, y=dependent variable, x=independent variable)

iii. Requires same assumption as Pearson

iv. Variables can be transformed to obtain a linear relationship (if they have a nonlinear relationship)

v. Equations can be used to estimate/predict values of the dependent variable

d. Bland-Altman plot – assess the size of the differences between 2 measurements (comparing 2 methods for measuring the same quantity) and to look for patterns in the differences

i. Difference between the two measurements (vertical axis) and the mean of the two measurements (horizontal axis) 

ii. Not a substitute for a scatterplot 

 

QUESTIONS:
1. Identify each part/value of the following regression equation: Estimated cortisol concentration = 72.5 + (5.5 x slaughter order)

2. What test would you use to determine if there was a relationship between the following variables: diet (wet food only vs. non wet food only) and hyperthyroidism (present vs. absent)?

3. True/False: If the Pearson correlation coefficient for two non-categorical variables is 0, this means there is no relationship between these two variables.

4. What test would you use to determine if two surgeon’s DJD scores after TPLO are related when only 80 dogs that are at least 8 years old are considered?

 

ANSWERS:
1. Estimated cortisol concentration = dependent variable; 72.5 = constant/intercept; 5.5 = slope; slaughter order = independent variable

2. Χ2  test of association since they are categorical values with only 2 values

3. False, it only means there is no linear relationship

4. Spearman correlation coefficient since these are noncategorical variables with nonnormal distributions 

Shott. 2011. Statistics simplified: comparing means or distributions. JAVMA 238(11): 1422-1429 

Domain 3, K9

SUMMARY
Why it Matters: Comparing means or distributions can be misleading, particularly if the wrong method is used to determine the mean.  When comparing two populations, a normal distribution is required in order to compare means, and this doesn’t often happen in veterinary data.  An essential concept in this article is understanding parametric statistical methods vs. nonparametric methods.  Statistical procedures in which assumptions are made regarding data distribution (e.g. assuming a normal distribution) are parametric.  When there is no involvement of assuming distribution, the method is nonparametric.  Parametric tests are considered to be more powerful than nonparametric, unless the assumptions are not met; in this case, a parametric test may produce meaningless results.  This article discusses methods for a number of different comparisons (specifically how to determine which method is appropriate), summarized below:
1.  Comparing 2 independent distributions:  The null hypothesis when comparing two populations usually states that the populations are the same, while the alternative hypothesis states that one population produces larger observations than the other population.  The nonparametric Mann-Whitney test, aka the Wilcoxan rank sum test is a nonparametric test that is used to determine whether two populations are the same.  In order to use this test, random sampling is ideal (but not essential); the data cannot be categorical; the data cannot be censored; and the observations must be independent (i.e. one data point doesn’t tell us anything about another data point).  Determining a confidence interval is useful (but not always performed) because it indicates the level of difference between the two populations (the p value indicates whether the difference is significant but doesn’t indicate HOW different).  

2.  Comparing 2 means based on independent samples: When comparing two populations that have normal distribution, the means can often be compared (as opposed to comparison of distribution as with the Mann-Whitney test).  When the assumptions are met, an independent samples t-test can be used to test the null hypothesis that the two populations are the same.  There are two types of independent samples t-tests: the separate-variance t-test (requires that the two populations have similar standard deviation) and the pooled-variance t-test (does not require that the populations have similar standard deviation).  The Levene test is used to determine whether the standard deviations are similar enough to use the separate variance t-test.  The same assumptions are used with these tests as with the Mann-Whitney test (plus the requirement for normal distribution).  Confidence interval can also be used with these tests to determine how different the populations are.  

3.  Comparing 3 or more independent distributions:  For this comparison, the Kruskal-Wallis test can be used, which is a variation of the Mann-Whitney test (and involves the same assumptions).  The null hypothesis is that all three population have the same distribution, and the alternative hypothesis is that at least one group produces larger values than the other populations.  To perform this test, two populations are compared at a time by using Bonferonni-adjusted Mann-Whitney tests.  Confidence interval can help determine how different the populations are.  

4.  Comparing 3 or more means based on independent samples: When three or more populations have normal distribution and the same standard deviations, means can be compared instead of distributions.  A 1-way analysis of variance (ANOVA) can be used to test the null hypothesis that the means of all populations are the same.  A one-way ANOVA has the same assumptions as the Kruskal-Wallis, in addition to the requirement for having normal distribution and equal standard deviations.  If the null hypothesis is rejected, this only indicates that the mean of at least one of the populations differs from another, but it doesn’t tell you which population.  In order to determine which population(s) is/are different, multiple comparison procedures can be performed to obtain confidence intervals.  Sometimes variables are grouped together to include multiple factors.  The example given is a study investigating body weight in geese that hatch early vs. late AND eat natural vegetation vs. commercial diet.  There are four study groups but two factors that are being studies; thus, in this case, a 2-way ANOVA would be appropriate if all the assumptions are satisfied.  

5. 
Comparing 2 or more distributions of repeated measurements: Repeated measurements are often performed in veterinary studies, for example to follow specific bloodwork changes over time in a disease process.  In this case, the measurements are not independent, so Mann-Whitney and Kruskal-Wallis cannot be used.  In this case, the Friedman test and paired sign test can be considered.  The Friedman test requires 2 or more repeated measurements and the null hypothesis is that the rankings of observations for any subject are equally likely.  When 3 or more populations are compared, rejection of the null hypothesis only tells you that one population is different, and Bonferroni-adjusted Friedmen tests can compare populations 2 at a time to determine which populations are different.  The paired sign test compares paired populations – the null hypothesis is that there is no median difference between the populations – it can only be used with 2 samples of repeated measurements (i.e. paired data).  The distribution doesn’t need to be normal, and the assumptions are the same as the Mann-Whitney test with the addition of the requirement for repeated measurements.  The paired Wilcoxon signed rank test (not to be confused with the Wilcoxon rank sum test) is similar to the paired sign test but has an additional assumption that the distribution of differences between the paired data must be symmetrical, which rarely happens in veterinary medicine.  As with previous tests, confidence interval can be useful with these tests.

6.  Comparing 2 means based on paired samples:  Because paired samples are not independent, a independent samples t-test cannot be used to compare means in this case.  Rather, a paired t-test can be considered and involves the same assumptions as the paired sign test with the additional requirement that the data is normal.  There is a corresponding confidence interval procedure to indicate the degree of difference between the populations.  

7.  Comparing 3 or more means based on repeated measurements:  Because the data are not independent with repeated measurements, a 1-way ANOVA cannot be used.  Instead, a one-factor repeated measures ANOVA can be considered.  Like the 1-way ANOVA, multiple comparisons are needed to determine which population means are different if the null hypothesis is rejected.  The assumptions are the same as the Friedman test with the additional assumption of multivariate normality, which means that each population of repeated measurements has a normal distribution.  Additional assumptions concerning variance must be met with a univariate approach is used (the covariance is two variables measures the linear degree of association); these assumptions can be tested using a Mauchy test.  Two other methods which do not require these assumptions are the multivariate approach and the adjusted multivariate approach.  If more than one factor is being measured, a 2-factor repeated measures ANOVA can sometimes be used.   

The article concludes with a discussion of a few myths:

1) It doesn’t matter whether the statistical methods are correct.  WRONG- incorrect methods can lead to missing important differences, or concluding that differences exist when they do not.

2) Only the median and range should be reported if the data is not normally distributed.  WRONG- mean and standard deviation is important and should always be reported.  If the data is skewed, the median should be reported in addition to the mean.  

Finally, the author emphasizes the importance of being specific when describing statistical methods to that readers may determine whether the appropriate tests were used.  Otherwise, results should be interpreted cautiously.  

QUESTIONS:

1. Which of the following tests require the data to be normally distributed: 

a. Mann-Whitney

b. Wilcoxan rank sum

c. 1-way ANOVA

d. Friedman test

2. What is another name for the Mann-Whitney test?

3. What can be measured as a supplement in many of the above described tests to determine the degree to which two populations differ?

ANSWERS:
1. c. 1-way ANOVA

2. Wilcoxan rank sum test

3. Confidence interval

  

Shott. 2011. Statistics simplified: comparing percentages. JAVMA 238(9):1122-1125
Domain 3: Research; K9. Principles of experimental design and statistics including scientific method

SUMMARY: Comparing percentages is one of the common types of comparisons in the veterinary literature. The statistical methods for the following comparisons were discussed: comparison of sample percentages with hypothesized population percentages, comparison of independent percentages, comparison of paired percentages, and comparison of percentages from 3 or more samples of repeated measurements. This paper focused on determining which methods are appropriate and how to interpret their results (not calculations).
1. 
Comparison of sample percentages with hypothesized population percentages

a. 
Use the X2 test of hypothesized percentages (AKA the X2 test of goodness of fit) 
b. 
 Assumptions needed to use the X2 test:
i.  
Random sampling, or at least unbiased sampling

ii. 
Noncensored observations

iii. 
Independent observations

iv. 
Sufficiently large sample size, needed to find expected frequencies

2.
Comparison of independent percentages

a.
Comparisons of groups of 2 at a time are called pairwise comparisons.

b. 
Use the X2 test of association (AKA the X2 test of independence)

c. 
Same assumptions need to be met as above (X2 test of hypothesized percentages)

d.  
The continuity correction is sometimes used, but its use is not recommended as it’s inclined to produce P values that are too large.

e.  
The Fisher exact test can be used to compare 2 independent percentages when some of the expected frequencies are too small to use the X2 test of association.

i.  
The Fisher exact test is based on a very small subset of all possible samples, so it should only be used when it is the only statistical test available.

ii.
An extended version of the Fisher exact test can be used when > 2 independent population percentages are compared.

3.
Comparison of paired percentages

a. 
The McNemar test is used when the samples are paired

b. 
Assumptions for using the McNemar test are:


i.  
Random sampling, or at least the samples are not biased

ii. 
Noncensored observations

iii.  
Paired samples

iv.  
Independent observations in each sample

4.
Comparison of percentages from 3 or more samples of repeated measurements

a.
The Cochran Q test can be used to determine if at least one population percentage differs from another population percentage.

b. 
The Cochran Q test is based on the same assumptions of random sampling and noncensored observations as the other tests, with some differences:

i.
Can only be used when samples of repeated measurements are obtained

 ii. 
Must have independent observations in each sample

c.  
 When the results of the Cochran Q test are significant, we cannot conclude that all of the population percentages are different, only that at least 2 of them are; the next step is to carry out McNemar tests to compare the samples 2 at a time to determine which population percentages are different.

QUESTIONS:
1. 
When comparing percentages from 3 or more samples of repeated measurements, what is the next step after obtaining a significant Cochran Q test?

2. 
True/False: When comparing independent percentages, the Fisher exact test will provide the most optimal result.

3.  
If you want to perform a chi-square test of hypothesized percentages to compare sample percentages with data that was not sampled randomly, what alternative assumption must be met in order to be able to use this test?

4.  
When comparing paired percentages, why can’t we use the chi-square test of association?

ANSWERS:
1. 
Perform McNemar tests to compare the samples 2 at a times to determine which population percentages are different.

2.  
False – the calculations used to obtain P values for the Fisher exact test are based on a very small subset of all possible samples, making it a very suboptimal statistic; therefore, it should only be used when all of the assumptions needed for the chi-square test of association are met except one: some of the expected frequencies are too small.

3.   As long as the sample is not biased, we can still use the chi-square test of hypothesized percentages as long as all other assumptions are also met.

4. 
Paired samples are not independent, therefore the chi-square test of association cannot be used. 

Shott. 2011. Statistics simplified: testing ideas and estimating clinical importance. JAVMA 238(7):871-877 

Domain 3: research

 

SUMMARY:
Null and Alternative Hypotheses: This article points out the importance of understanding statistical inference as the process by which a researcher can extrapolate information garnered by the analysis of smaller sample to a broader population from which the sample was collected.  A study is designed to test a specific hypothesis, defined in this article simply as “a statement about the world which can be tested”.  The author also points out that since it is not feasible to study the entire population, thus we cannot make inferences with complete certainty, but can only assess whether data provide evidence against a hypothesis.  If the data provide evidence against a hypothesis, we reject the hypothesis. If the data do not provide evidence against a hypothesis, we cannot reject the hypothesis. The hypothesis we strive to reject is the null hypothesis.  It’s opposite, the alternative hypothesis, is the hypothesis which typically supports what we “want” to be true or for example, shows that there is likely a correlation between two variables.  We can further describe hypotheses as being either one-sided, or two-sided.  A two-sided hypothesis typically states a variable is or is not equal to a value or another variable.  A one-sided hypothesis makes a claim of directionality, for example, weights of dogs receiving daily exercise are greater than or equal to those not receiving exercise.  The author cautions that 1-sided tests are usually inappropriate and warns the reader to critically evaluate any studies using a 1-sided test in the veterinary literature.
P Values and Significance Levels: In order to decide whether or not we will reject our null hypothesis, we calculate the P value of a statistic.  The P value is defined as: the probability of getting statistical test results at least as extreme as the calculated test results if the null hypothesis is true.  We reject the null hypothesis when the P value is too small.  The cutoff value we use for rejection is called the significance level.  The most common significance levels used are 0.05 and 0.01.  A common research mistake is to state that the null hypothesis is true when the results are not significant.  While this may be true given large sample sizes, if small samples are used, the test has little chance of providing evidence in favor of the null hypothesis.  Thus, we do not say that we accept the null hypothesis when a statistical test is non-significant.  Instead, we have to use a weaker statement such as “we failed to reject the null hypothesis” or “the data do not provide evidence against the null hypothesis”.  Also, one should always report the exact P value in an article rather than simply stating P<0.05.  This allows the reader to make his or her own judgment while assessing the significance of the results.
Type I and Type II Errors: A type I error is generated by rejecting a correct null hypothesis (false claim), whereas a type II error is result of failing to reject a null hypothesis which is incorrect (missed opportunity).  We can decrease the risk of a type I error by using an appropriate significance level.  If the null hypothesis is true, the significance level is the provability of rejecting the null hypothesis. We can decrease our risk of making a type II error by increasing power (most commonly via increasing sample size) and by using sensitive measurement methods.  Unless we increase the sample size, reducing the risk of making a type I error increases the risk of making a type II error and vice versa.  
Statistical Power: The power of a statistical test is the probability that we reject the null hypothesis when it is false.  Power = 1 – the probability of a type II error.  The degree of statistical power is determined by 4 factors:
1) 
Sample size: as sample size increases, so does power

2) 
The size or strength of the difference or association: large differences or strong associations increase power

3) 
The nature of the data: for example, using actual values to describe data yields more power than grouping the data into categorical clusters (i.e. Use actual hematocrit percentages rather than grouping into mildly anemic, moderately anemic, severely anemic, etc.)

4)
The test used to analyze the data

Confidence Intervals: Confidence intervals are estimates used to assess clinical or practical significance when statistically significant results are obtained.  In research, an interval estimate is a range of numbers that we hope includes the population quantity we wish to estimate.  A commonly used confidence level is set at 95%.  When using this interval, we are 95% sure (but not certain) that an interval estimate includes the population quantity.  In other words, 95% of all possible samples will produce 95% confidence intervals that include the population value.  Alternatively, 5% of all possible samples will produce 95% confidence intervals that do not include the population value.  
Myth/Commonly Made Incorrect Statement: There is a 95% chance that a calculated 95% confidence interval includes the population value that it estimates.

Correct Statement: We are 95% sure that the confidence interval includes the population value 

As the confidence level increases, the confidence interval becomes wider.  The more variable the data are, the less precise the confidence interval.  

The Multiplicity Problem: The multiplicity problem arises when large numbers of hypothesis tests are carried out.  It refers to the risk of generating incorrect decisions when repeatedly testing the hypothesis.  The Bonferroni adjustment can be used to reduce this risk.  The significance level is divided by the number of tests to obtain a new level. Because the adjusted significance level is smaller than the unadjusted significance level, it is more difficult to reject the null hypothesis.  
QUESTIONS:

1. 
True or False:  Statistical inference is the process of applying information garnered from a population to make claims about a sample subset collected from that population.

2.
If we set our significance level at 0.05 and calculate a statistic with a P value of 0.025, what is the correct decision regarding our hypothesis?

a. 
Reject the null hypothesis

b.  
Fail to reject the null hypothesis

c. 
Accept the alternative hypothesis

d. 
Accept the null hypothesis

3.
True or False:  exact P values should always be reported. 

4.
If we fail to reject a null hypothesis which is correct, we are committing which type of error?

a. 
Type I error

b. 
Type II error

c. 
We are not committing an error since this was the correct decision

ANSWERS:

1.
False: the opposite is true:  statistical inference is the process of applying information garnered from a sample to the larger population from which it was drawn.

2. 
Answer: a.   We reject the null hypothesis, but we cannot say we accept the alternative hypothesis because statistical inference requires that we only reject or fail to reject the null hypothesis.  Statements c & d are too “strong” of statements.

3. 
True.  It is better to report each P value to allow the reader to utilize whichever significance level he or she chooses.

4.
C.  this is a correct decision

 

Shott. 2011. Statistics simplified: describing data. JAVMA 238(5):588-592 
Domain 3: Research; K9. Principles of experimental design and statistics including scientific method 

SUMMARY: This article reviews descriptive statistics. When considering which descriptive statistics are appropriate, one must distinguish between categorical, also called nominal or qualitative data, consisting of arbitrary numerical labels for categories, and noncategorical data, consisting of numbers that have at least a meaningful numerical ordering.  Another example of noncategorical data are ordinal data, which consist of rankings according to some criterion. 

Other descriptive statistics reviewed in this article include:

Mean (average): the sum of all the observations divided by the number of observations. 

· Unless the sample is large, means are excessively influenced by outliers, which are data values far outside the range of most of the data. 

Median: the middle number, calculated by arranging the data in increasing order and finding the value in the middle of the sorted data.

· The median is much less affected by extreme data values than the mean. 

· When the number of observations is even, there are 2 middle values, and the median is the average of these 2 values. 

Mode: determines how often each data value is present. 

· Unimodal data have 1 mode while bimodal data have 2 modes are present. 

Variability Measurements: It is important to determine the degree to which the observations vary—whether they are close together or far apart. 
Measures of variability represent the degree to which observations vary.

Range: the difference between the largest data value and the smallest data value

Variance: measures how much the data vary about the sample mean

· The variance increases as the data become more variable

Standard deviation (SD): the square root of the sample 

Coefficient of variation: calculated by dividing the SD by the mean, then multiplying by 100. 

· Expresses the SD as a percentage of the mean 

Standard error of the mean (SEM): calculated by dividing the sample SD by the square root of the sample size. 

· SEM measures the variability of the sample mean, not the variability of the data. 

Disorder Diagnosis: The accuracy of a diagnostic method is evaluated by calculating its sensitivity, specificity, positive predictive value, and negative predictive value. These statistics are defined as follows:

Sensitivity: the probability that the animal will have a positive test result for the disorder.

Specificity: the probability that the animal will have a negative test result for the disorder.

Positive predictive value: the probability that the animal actually has the disorder.

Negative predictive value: the probability that the animal actually does not have the disorder.

Histograms: a graph that shows the number or percentage of cases that fall into consecutive intervals 

QUESTIONS:
1.
According to this article, because veterinarians are more interested in the variability of the data than the variability of the sample mean, _______ and not the _______ should usually be reported. 

2.
TRUE OR FALSE: From a clinical point of view, the positive and negative predictive values of a diagnostic method are usually of greater interest than the method's sensitivity and specificity. 

3.
When a veterinarian tests an animal for a disorder, the veterinarian wants to know how likely it is that the animal has the disorder if the test result is positive =_______A_______ and how likely it is that the animal does not have the disorder if the test result is negative = ______B____.

ANSWERS:
1.
SD (standard deviation) / SEM (standard error of the mean)      

2. 
TRUE  

3.
A = the positive predictive value

    
B = the negative predictive value

Shott. 2011. Statistics simplified: detecting statistical errors in veterinary research. JAVMA 238(3):305-310 

Domain 3: Research
Task 2: Advise and consult with investigators on matters related to their research

SUMMARY: Using the wrong statistical methods can yield misleading or invalid results. Peer review does not guarantee statistical accuracy, and most reports published in veterinary journals are not reviewed by statisticians. This review outlines common statistical errors and explains how to detect them. 

Several statistical terms are defined:

1. Normal distribution: data exhibit Gaussian mathematics, produce a bell-shaped curve and are continuous

2. Continuous data: no gaps between numbers comprising data points (ex: weights)

3. Discrete data: gaps between numbers comprising data points (ex: number of animals)

4. Skewed distribution: most of the data are bunched up at one end with a tail at the other end, with the direction of the skewness determined by the tail

5. Parametric statistical methods: require data with a specific type of distribution, usually normal

6. Nonparametric statistical methods: do not require normal data or any specific distribution

7. Central limit theorem: the distribution of the mean will, under certain conditions, resemble a normal distribution as the sample size increases

8. Independent data: the value of one data point gives no more information about any other data point (ex: chemistry value of unrelated animals)

9. Waiting time: time from a starting point to the occurrence of an event of interest

10. Censored data: incomplete rather than missing

11. Statistical power: chance of detecting differences or relationships

Common statistical errors
1. Application of statistical methods that require normally distributed data to non-normal data. Normal distributions are atypical in veterinary medicine, which usually have skewed distributions, with right-skewed data being more common. Statistical tests that require normality are parametric and include t-tests, ANOVA, Pearson correlation and least squares regression. Non-normal data should be analyzed with nonparametric statistical methods including the Mann-Whitney test, Kruskal-Wallis test, Friedman test and Spearman correlation. Nonparametric tests have less statistical power than parametric tests when applied to normal data, but analyzing extremely non-normal data using parametric tests is not valid. Sometimes non-normal data can be transformed to normal data by applying a mathematical function, but this can result in unfamiliar units. Veterinary studies using statistical methods that require normality should state the means by which the data were evaluated for normality.

2. Analysis of dependent data as if they were independent. Related measurements obtained over time on the same animal are not independent, and data from genetically related animals are usually not independent. When dependent data is analyzed as if they were independent, the distribution is incorrect and sample size is inflated, resulting in invalid differences or relationships. Statistical methods for repeated measurements must be used to analyze dependent data. Nonparametric tests for repeated measurements include the Freidman test and the McNemar test. Parametric tests for repeated measurements include the paired t-test and repeated-measures ANOVA.

3. Treatment of incomplete follow-up as equivalent to complete follow-up. In many studies that involve following animals over time, not all of the animals complete the study or reach the endpoint of interest or the waiting time. A waiting time is censored when its exact value is unknown (ex: a post-surgical animal lost to follow-up), and survival statistical analysis must be used for valid results. Methods include Kaplan-Meier curves, the log-rank test and Cox proportional hazards regression. In veterinary studies concerning waiting times, censored data should be expected unless it is explicitly stated otherwise, and survival analysis methods should be used. 

4. Misinterpretation of results from small samples. Studies using small sample sizes usually have low power and a greater chance of failing to find an existing difference or relationship. Therefore, it is dangerous to rely on small sample sizes to detect adverse effects. In addition, small sample sizes are more likely than large sample sizes to yield biased results, as a few atypical data points have a much greater impact on the results.

Guidelines to detect statistical errors
1. Statistics that violate common sense are likely wrong.

2. Statistics that appear incorrect should be checked for the above mistakes.

3. If common errors cannot be identified, suspect statistics should be reviewed by a statistician.

QUESTIONS:
1. Which of the following can be used to analyze markedly non-normal data?

a. Mann-Whitney test

b. t-tests 

c. ANOVA 

d. Pearson correlation

2. Which of the following does NOT describe normal data?

a. They exhibit Gaussian mathematics

b. They have a bell-shaped distribution

c. They have a right-skewed distribution

d. They are continuous

3. T/F: Most veterinary data have right-skewed distributions

 
ANSWERS

1. 
a 
2. 
c 
3. 
T

Shott. 2011. Statistics simplified: Designing studies that answers questions. JAVMA 238(1):55-59 

SUMMARY: This paper aims to simplify statistics and provides a very good overview of commonly used terms and considerations in experimental design. This is important knowledge for veterinarians in designing their own studies or assessing others. Experimental Design is defined as the structure of an experiment i.e. including procedures, subject selection and subject assignment to groups. Good design reduces the risk of confounding where the treatment effects are too difficult to determine because of their being mixed up with other effects.

A sound experimental design includes: Control groups, Placebos or sham procedures, blinded procedures, random assignment to groups and adequate statistical power. These are highlighted below:

Control group: Not exposed to treatments or procedures being studied.

Rationale being that enables comparison with treatment groups to determine if the treatment has an effect.

Placebos and Sham Procedures: Control groups should ideally differ from treatment groups only with respect to the treatment of interest. Placebos and sham treatments increase the similarity of treatment and control groups. Placebos are inert substances and sham procedures are surgical or other procedures closely resembling the treatment.

Blinded studies: A double blinded study is where neither the researchers nor subject owners/carers know which groups the subjects are in until the end of the study. Someone who is not directly involved wit the study has this information. A single blinded study is where one or other of the researchers or subject owners knows which group the animals are in.  “Masked” is another term used as it avoids misperception of unpleasant connotations. This aims to reduce bias.

Randomization: Subjects assigned to control and treatment groups randomly usually using computer random number generator to ensure randomization. This is important because often there may be many factors which could influence the results and the researcher is unlikely to be able to predict all of them- sex, breed many be obvious ones. randomization reduces risks of confounding through this. This also avoids selection bias.

Statistical power: This is the chance of detecting a difference of a certain size or relationship if one exists. Minimum scientifically acceptable is 80%.

This still might be considered low but increasing it tend to lead to extremely large sample sizes.

Observational Studies: In these studies subjects are not assigned to groups e.g. comparing breeds of sheep.  Confounded effects are a major concern in these studies. These may be retrospective or prospective in nature.

•
Cross-sectional Studies: Subjects examined at a single point in time.

•
Case- control study: Subjects with a disease or injury are compared with subjects without (controls)

•
Cohort study: Sample of subjects obtained that has the character of interest and outcomes are examined over time.

QUESTIONS
1.
With randomization, decreasing group size means that:

a) 
Randomization is no longer necessary

b) 
Dissimilar groups are produced

c) 
Similar groups are produced

d) 
Selection bias is not a problem

2.
Statistical power should be a minimum of _ %

 a) 
66%

 b) 
95%

 c) 
80%

 d) 
85%

3.
This example best represents which kind of study: 174 flat coat retrievers are followed following presentation of a type of cancer to study survival times.

a) 
Case control

b) 
Observational

c) 
Cross sectional

d) 
Cohort

4. What is stratified randomization?

ANSWERS
1.
B

2.
C

3.
D

4.
Where a researcher knows that certain characteristics will influence his study, subgroups are separated into further subgroups (assigned by the important characteristics). Subjects are then randomly assigned into these sub groups e.g. If sex might be a factor we can split subjects into gender groups and assign females randomly in one group, males in the other.

